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Abstract—Ride sharing can reduce the number of vehicles in the streets by increasing the occupancy of vehicles, which can facilitate traffic and reduce crashes and the number of needed parking slots. Autonomous Vehicles (AVs) can make ride sharing convenient, popular, and also necessary because of the elimination of the driver effort and the expected high cost of the vehicles. However, the organization of ride sharing requires the users to disclose sensitive detailed information not only on the pick-up/drop-off locations but also on the trip time and route. In this paper, we propose a scheme to organize ride sharing and address the unique privacy issues. Our scheme uses a similarity measurement technique over encrypted data to preserve the privacy of trip data. The ride sharing region is divided into cells and each cell is represented by one bit in a binary vector. Each user should represent trip data as binary vectors and submit the encryptions of the vectors to a server. The server can measure the similarity of the users’ trip data and find users who can share rides without knowing the data. Our analysis has demonstrated that the proposed scheme can organize ride sharing without disclosing private information. We have implemented our scheme using Visual C on a real map and the measurements have confirmed that our scheme is effective when ride sharing becomes popular and the server needs to organize a large number of rides in short time.

Index Terms—Privacy preservation, ride sharing, autonomous vehicles, and search over encrypted data.

1 INTRODUCTION

Over the past few years, the automobile industry has made significant leaps in bringing automation to car driving [1]. Autonomous Vehicles (AVs) are equipped with advanced sensing and communication capabilities, navigation devices, computer vision technology, etc., to enable the vehicles to autonomously drive themselves without any intervention from humans [2]. AVs have the potential to fundamentally advance transportation systems by reducing crashes, assisting traffic flows, and reducing travel time. However, the technology used in AVs is expensive and the AVs’ price will be high [3].

Since AVs can drive themselves, they may not be personal devices anymore, but on-demand service. Currently, people used to own cars but in the future instead of owning an AV, many people can order an AV from a cab company when they need. This is an interesting and promising way to alleviate the high cost problem of the AVs. Such on-demand service will be efficient and popular in AVs due to the elimination of the human driver effort.

Ride-sharing (or carpooling) allows AVs to be shared by users, e.g., to share the cost of on-demand cab service. Since AVs can drive themselves, they will make ride sharing convenient, popular, and sometimes necessary. However, to organize ride sharing, users need to disclose not only their trips’ pick-up/drop-off locations and times, but also their complete routes. The locations can include residences, places of employment, places of amusement, etc. [4]. Leaking location information will directly result in negative impacts, e.g., knowing the time a person will leave home is particularly useful information to the community of thieves.

In this paper, we propose a privacy-preserving scheme to organize ride sharing. To our knowledge, existing privacy-preserving techniques [5]–[7] cannot be applied effectively and efficiently in ride sharing due to the unique problems and requirements. Also, hiding the users’ identities [8] is not enough because attackers can identify the users from their pick-up/drop-off locations.

We use a group signature scheme, such as our proposal in [9], to ensure users anonymity. We also use a similarity measurement technique over encrypted data, such as [10]–[12], to enable a server to measure the similarity of the users’ trip data without knowing the data. Once the server finds a user who can share ride, it sends the user’s signature to the AV user who can trace the signature to the signer’s identity. Our scheme considers different cases for ride sharing and allows users to prescribe their preferences, such as the maximum distance between a trip’s start/end locations and a user’s pick-up/drop-off locations.

Our analysis has demonstrated that the proposed scheme can organize ride sharing without disclosing sensitive information. We have implemented the scheme using Visual C on a real map and measured performance metrics. The results have demonstrated that the communication and storage overhead is acceptable and the search time to organize a shared ride is very small.

The remainder of this paper is organized as follows. The network and threat models are discussed in Section 2. The used similarity measurement technique is ex-
explained in Section 3. The proposed scheme is presented in Section 4. The evaluation results are discussed in Section 5. The related works are summarized in Section 6. Finally, conclusions are drawn in Section 7.

2 NETWORK AND THREAT MODELS
As illustrated in Fig. 1, there are three main parties in the network model: primary user, secondary users, and a server. The primary user is the person who has the full right to use the AV. He should decide whether he will share rides or not, the number of users who can share the ride with him, and other preferences that will be explained later. The secondary users are the persons who want to share rides with the primary user. The server is an independent party that is operated by a third party. The primary and secondary users are members in a group that can be for university students, friends, or a company employees, etc. They use smart phones connected to the Internet to communicate to the server.

The server and the users are considered “honest-but-curious”. Specifically, they do not aim to disrupt the proper operation of the scheme, but they are curious to learn information about the users’ trips such as the pickup/drop-off locations and times. In addition, the server is interested to know the identities of the users who share rides. Since the server is an independent party, it does not collude with the primary or secondary users.

3 PRELIMINARIES
3.1 Similarity Measurement over Encrypted Data
In [11], Cao et. al. have adapted the dot product computation used in [12] to propose a k-Nearest Neighbors (kNN) secure algorithm to enable a server to extract the documents that have certain keywords without learning the keywords. The keywords are represented by a binary vector. If a document has a keyword, the corresponding bit in the vector is one, otherwise it is zero. Then, the vector is encrypted using secret keys to produce an index. A document owner uploads the document and its keywords index to the server. Then, when a user wants to download the documents that have certain keywords, he sends an encrypted query index with the keywords to the server. The server applies an inner product operation to the query’s index and each document’s index to measure the similarity of the two indices without knowing the keywords. The result of the inner product gives the number of shared keywords. In the following, we explain this technique in details.

The secret keys used to create the indices include two matrices and a row vector. The matrices $M_1$ and $M_2$ and a vector $S$ are used by the document owner, while the matrices $(M_1^{-1})^T$ and $(M_2^{-1})^T$ with the same row vector $S$ are used by users. First, the document owner creates $n$-dimensional bit vector for the document keywords, where $n$ is the number of keywords. Each element in the vector represents one keyword and it is one if the document has the keyword, otherwise it is zero. Then, $p$ is split into two random vectors $p'$ and $p''$. The vector $S$ is used as a splitting function indicator. If the $j$-th bit of $S$ is zero, $p'[j]$ and $p''[j]$ are set similar to $p[j]$, and if the $j$-th bit of $S$ is one, $p'[j]$ and $p''[j]$ are set to two random numbers so that their summation is equal to $p[j]$. Finally, the document owner’s index is $(p' \cdot M_1, p'' \cdot M_2)$.

To create a query index, users first generate $n$-dimensional bit vector $s$ for the keywords. Then, $s$ is split into two random vectors $s'$ and $s''$. If the $j$-th bit of $S$ is one, $s'[j]$ and $s''[j]$ are set similar to $s[j]$. If the $j$-th bit of $S$ is zero, $s'[j]$ and $s''[j]$ are set to two random numbers so that their summation is $s[j]$. Finally, the query’s index is $(s' \cdot (M_1^{-1})^T, s'' \cdot (M_2^{-1})^T)$.

To calculate the number of shared keywords in the indices of the document owner and the user, the two indices are multiplied using inner product.
4 The Proposed Scheme

4.1 Overview

Fig. 1 illustrates the required steps in our scheme. The primary user creates a group of secondary users who can share rides with him. It should calculate a group signature credentials and distribute them to the group members. The group can be used for a long time to organize many shared rides. Since the primary user is the group creator, he can trace the secondary users’ signatures to know the identity of the signer. The primary user should also compute the key set \([S, (M_1^{-1})^T, (M_2^{-1})^T]\) and send it to the group members. It should also send the public parameters of the group signature to the server to enable it to verify the secondary users’ signatures to make sure that they are members in the group.

As indicated in Fig. 1, if a primary user wants to share a trip with secondary users, it uses the technique discussed in Section 3.1 to create indices for the the trip data. Then, it sends a packet to the server having the indices along with a signature and other information like the number of secondary users he needs to share the trip with and the case(s) of ride sharing he prefers. Similarly, the secondary users submit packets having indices for their trip data and group signatures. The server uses the indices to find a secondary user who can share the ride with the primary user. Once such a user is found, the server sends the secondary user’s signature to the primary user to trace the signature and identify the user.

4.2 Trip Data Creation

The similarity measurement technique explained in Section 3.1 needs to represent data as a binary vector. To be able to use this technique to organize ride sharing, we propose dividing the ride sharing region into cells as indicated in Fig. 2. Then, in reporting trip data, each cell is represented by a bit in a vector. In the figure, the ride sharing area is divided into 6 rows \(\times 7\) columns (42 cells). For each cell \((i, j)\), where \(b_{i,j} \in \{0, 1\}\) and \(i\) and \(j\) are the row and column numbers, respectively. The figure shows how each cell is mapped to an element in a bit vector. The cells of the first row are represented in the vector first then the cells of the second row are next, and so on.

4.3 Ride Sharing Cases

Our scheme considers multiple cases for ride sharing. These cases are illustrated in Fig. 3. In determined area for pick up and determined area for drop off (DAP – DAD), the primary user decides the pick-up and drop-off areas of the secondary user. These areas are in the surrounding of the trip’s start and end locations. In human-driven cars, ride sharing is not convenient if the pick-up and drop-off locations are not too close to the trip’s start and end locations, but in AVs, they do not need to be too close because cars can drive themselves.

The second case of ride sharing is called determined area for pick-up and on route drop-off (DAP – ORD). In this case, the primary user decides the pick-up area like DAP – DAD case. For the drop off, the primary user can share a ride with a user whose drop-off location is different from his trip’s end location, but it lies on the surrounding of his route. In this case, the AV diverts from its route to drop off the secondary user(s) and then it drives back to the trip’s route.

The third case of ride sharing is called determined area for pick-up and extended area for drop-off (DAP – EAD). In this case, the primary user decides the pick-up area like DAP – DAD and DAP – ORD cases, but the drop-off location of the secondary user does not lie on the surrounding area of his trip’s route or end location. The AV drops off the primary user first, then it delivers the secondary user and then drives back to the primary user. This case is not possible in human-driven cars unless there is a human driver who can drive the car back to the primary user after delivering the secondary user.

Since users have different preferences, when the primary user uploads its trip information, it should prescribe the ride sharing case(s) he prefers.

4.3.1 Organizing DAP-DAD Shared Rides

In this case, the primary user and each secondary user should first create binary vectors that have data about the pick-up time, pick-up location, and drop-off location.
Then, they use the vectors and the key sets to create indices, as explained in Section 3.1. The primary user uses the key set \{S, M_1, M_2\} but the secondary user uses the key set \{S, (M_1)^T, (M_2)^T\}. The primary user’s indices \{I_p^{(p)}, I_p^{(d)}, I_p^{(t)}\} and the secondary user’s indices \{I_S^{(p)}, I_S^{(d)}, I_S^{(t)}\} are for the pick-up location, drop-off location, and pick-up time, respectively. The time index is created using the same way used to create the location indices, where each bit in the binary vector corresponds to one time slot. The users should submit to the server the three indices and a group signature.

For the pick-up vector, as indicated in Fig. 4, the primary user should put one in the element that corresponds to the trip’s start cell. It should also put ones in the cells of the pick-up area (the gray cells in the figure). The primary user can pick up secondary users from anywhere in the pick-up area. In the simulations, when the pick-up area is greater than the trip’s start cell, we call this case “with flexibility”. Some users may want to pick up secondary users only from the trip’s start cell. In this case the pick-up vector has only one element that has one corresponding to the trip’s start cell. In the simulations, we call this case “without flexibility”. The secondary users’ vectors have one in only one element that corresponds to the pick-up location. Similarly, the primary user and each secondary user should create vectors for the drop-off locations.

As explained in Section 3.1, the server can measure the similarity of two indices by doing inner product operation. Since the secondary users’ indices have only one element having one, the result of the inner product is one if the primary user’s index has one in the same location, i.e., the same cell. Therefore, the server can know that the primary user can pick up the secondary user which is a necessary information to organize shared rides, but it cannot learn the pick-up area or cell.

To organize ride sharing in DAP – DAD case, the server first measures the similarity of the time indices of the primary and secondary users. If the result is one, it proceeds to the next check, otherwise ride sharing is not possible and it checks other users. Then, the server measures the similarity of the pick-up location indices. If the result is one, it proceeds to the final check, otherwise ride sharing is not possible and it checks other users. Finally, the server measures the similarity of the drop-off location indices. If the result is one, ride sharing with the secondary user is possible and it sends the secondary user’s signature to the primary user. DAP – DAD ride sharing is infeasible if the servers searches all the users and does not find a user who can share ride.

### 4.3.2 Organizing DAP-ORD Shared Rides

Matching only the pick-up and drop-off areas in DAP – DAD may be very restrictive. In order to increase the chance of finding a secondary user who can share ride, in DAP – ORD case, the secondary user’s drop-off location is in the surrounding area of the trip route. In this case, the primary user decides the pick-up area like DAP – DAD case, but he can divert from its route to drop off the secondary user(s) and return back to its trip’s route. The primary user should submit indices for the pick-up area, pick-up time, and route, i.e., \{I_p^{(p)}, I_p^{(d)}, I_p^{(t)}\} and the secondary user should submit indices for the pick-up location, pick-up time, and drop-off location, i.e., \{I_S^{(p)}, I_S^{(d)}, I_S^{(t)}\}.

For the primary user’s route index \(I_p^{(r)}\), as indicated in Fig. 5, the index’s binary vector should have ones in the cells of the trip’s route (black cells in the figure). Also, the primary user can determine the possible drop-off area in the vicinity of its route by putting ones in these areas (the gray cells in the figure). The drop-off area is totally determined by the primary user. It does not need to have the complete route, e.g., the primary user may not prefer to drop off users in areas close to the pick-up area. This is particularly useful when the AV is rented and the primary user wants to ensure that the secondary user will share a ceratin part of the route, and thus pay a ceratin share in the trip cost. Also, the primary user may not include some cells in the vicinity of the route because it does not want to drop off secondary users in slow-traffic areas like downtown and school zones.

To organize DAP – ORD rides, the server should first match the time and pick-up location vectors of the primary and secondary users. If they are matched, the server should measure the similarity of the primary user’s route index \(I_p^{(r)}\) and the secondary user’s drop-off location index \(I_S^{(d)}\). The result should be one if the drop-off cell of the secondary user lies on the route of the primary user, otherwise it is zero.

### 4.3.3 Organizing DAP-EAD Shared Rides

In this case, the primary user decides the pick-up area like DAP – DAD and DAP – ORD, but he can share a ride with a user whose drop-off location is not in the surrounding area of its route or end location. After the AV drops off the primary user, it drives itself to drop off the secondary user and then drives back to the primary user. In this case, the primary user should submit indices for the pick-up area, pick-up time, end location, and route, i.e., \{I_p^{(p)}, I_p^{(t)}, I_p^{(d)}, I_p^{(r)}\} and the secondary user should submit indices for the pick-up location, pick up time, and route, i.e., \{I_S^{(p)}, I_S^{(t)}, I_S^{(r)}\}.

---

**Fig. 4:** Primary user’s pick-up vector.

**Fig. 5:** Index’s binary vector.
The server should first match the pick-up and time indices of the primary and secondary users. If they are matched, it matches the primary user’s drop-off location and the secondary user’s route. If the primary user’s drop-off location lies on the secondary user’s route, then the users can share the ride.

In case of rented AV cab, the primary user does not need to put a limit on the distance the cab will drive after dropping off him because the secondary user will pay for this distance. In this case, the AV can drop off the primary user first and then delivers the secondary user. The AV cab does not need to drive back to the primary user but he can request a new cab if needed. In this case, the primary user does not need to submit its route index. However, if the primary user owns the AV, he may like to limit the distance the AV drives to drop off the secondary user. To do that, each secondary user should send its route length represented by the number of cells. The server should match the indices of the primary and secondary users’ routes to obtain the number of shared cells between the two routes. The distance the AV will drive after dropping off the primary user can be estimated by subtracting the number of shared cells from the secondary user’s route length. If this distance is below a threshold determined by the primary user, the ride can be shared with the secondary user.

4.3.4 Search Time Enhancements

In our scheme, location information is represented by cells and users have the same location if they share the same cell. On one hand, if the cell size is large, the distances between users can be large but the scheme considers them in the same location. On the other hand, if the cell size is small, the indices size increases because each cell is represented by one bit in the binary vector and small cells increase the number of cells in the ride sharing area. This will definitely increase the search time because the number of inner products increases with increasing the indices size.

In Section 5, we will measure the effect of the cell size on the precision. We will measure the distance between the closest secondary user to the primary user, d1 in the figure, and the distance between the primary user and the secondary user selected by the scheme, e.g., d2 if user C is selected. The scheme is more precise when d2 is closer to d1. However, reducing the cell size increases the search time, which is problematic in big data era when many rides should be organized in short time.

In order to obtain good precision with reduced search time, we propose an enhancement that is based on two levels of cell sizes. Fig. 7 shows that the ride sharing region is divided into two different cell sizes; one is fine grained (the solid gray squares) and the other is coarse grained (the dashed black squares). The users should represent their location data with two indices: fine-grained index and coarse-grained index. The server first matches the coarse-grained indices and then matches the fine-grained indices of the users whose coarse-grained indices are matched. In Fig. 7, the users {D, E, F} can be excluded after efficient coarse-grained index matching operations. In this way, the high precision of the fine-grained indices can be obtained with less search time.

5 Evaluations

5.1 Security/Privacy Analysis

*Trip data privacy:* The server cannot infer the trip information, such as the trip’s time, start/end locations, and
5.2 Performance Evaluations

5.2.1 Experiment Setup

In order to evaluate the performance of our scheme, we implemented it using visual C and a server with an Intel Core i7-4765T Processor at 2.0 GHZ and 8 GB RAM. First, we used the real map shown in Fig. 8, OpenStreetMap (OSM) project, and SUMO program [13] to create real routes for the users. The map is for the Cookeville city located in the Tennessee state in the USA. The size of the ride sharing area is 21Km × 13Km. For the coarse-grained cells, we divided the area to 273 cells, where the size of each cell is 1Km × 1Km. For the fine-grained cells, we divided the area to around 3,010 cells, where the size of each cell is 300m × 300m.

We assume that the primary user prefers DAP-DAD ride, but if it is not possible, the second preference is DAP-ORD and the last preference is DAP-EAD. First, the server matches the pick up indices of the primary and secondary users. If they are matched, it matches the drop-off indices. If they are matched, then DAP-DAD shared ride is possible and the search stops, otherwise it stores the secondary user’s data in the list of users who will be searched for DAP-ORD and DAP-EAD rides, if DAP-DAD ride is not possible. After searching all the users, if the server cannot organize DAP-DAD ride, it starts searching for DAP-ORD ride. by checking whether a secondary user’s drop-off location lies on the route of the primary user. If such a user is found, DAP-ORD ride can be organized and the search stops, otherwise, the server starts searching for DAP-EAD ride by checking whether the primary user’s drop-off location lies on the route of a secondary user. If such a user is found, the search stops and DAP-EAD ride can be organized, otherwise it is impossible to organize a shared ride.

We are interested to measure the following metrics and the reported results are averaged over 30 different runs.

- **Search time** is the time taken by the server to search the secondary users’ trip data to organize a trip.
- **Success probability** is the probability of finding a secondary user who can share a ride.
- **Failure probability** is the probability of failing to find a user who can share a ride.
- **Precision** is measured by comparing the distance between the primary user and the closest secondary user, and the distance between the primary user and the secondary user selected by the server.
- **Computation overhead** is the computation time required from all parties to run our scheme.
- **Communication overhead** is the amount of data that should be sent from the users to the server.

5.2.2 Experiment Results

For the similarity measurement technique, the indices’ sizes are 6.02 K bytes and 546 bytes in cases of fine-grained and coarse-grained cells, respectively. The sizes of the secret keys are 149.3 KB and 18.2 MB in the cases of coarse-grained and fine-grained cells, assuming that...
each element in $M_1$ and $M_2$ takes one byte. Using our proposed group signature in [9], the signature size is 320 bytes, assuming the prime number $q$ has 256 bits.

For the similarity measurement technique, the computation of the secret key takes 846.5 ms and 18.8 minutes in cases of coarse-grained and fined-grained cells, respectively. This is the time required to select random numbers for $\{S, M_1, M_2\}$ and calculate $(M_1^{-1})^T$ and $(M_2^{-1})^T$. Although this time is relatively long, the key computation is done only one time but used for a long time. The computation of an index takes 1.57 ms and 417 ms in cases of coarse-grained and fined-grained cells, respectively. For the group signature, using our measurements presented in [14], signature computation needs 31.6 ms and signature verification needs 51.8 ms.

Fig. 9 gives the search time in milliseconds (ms) versus the number of secondary users for three cases: with flexibility, without flexibility, and our enhanced technique. In flexibility case, the pick-up area of the primary user includes all the cells around the trip’s start cell. We did the same for the primary user’s drop-off area and routes. In non-flexibility case, the primary user’s pick-up area is only the trip’s start cell and the drop-off area is the trip’s end cell. The figure shows that the search time increases with the increase of the number of secondary users because the server does more inner product operations. Overall, the search time is very short even at a large number of users, which is very desirable in AV and big data era when ride sharing becomes popular and many shared rides should be organized in a short time.

The search time in the flexibility case is more than that of the non-flexibility case because a larger number of secondary users matches the pick-up area of the primary user, and thus the server has to do more inner product operations to match the route and drop-off indices. Comparing to the flexibility case, the enhanced technique can reduce the search time. This is because the inner product operations of the coarse-grained indices take much less time than the those of the fine-grained indices, and the technique can filter some users which can reduce the number of fine-grained inner product operations.

Figs. 10 and 11 give the success and failure probabilities versus the number of users for flexibility and non-flexibility cases, respectively. The figures demonstrate that the increase of the secondary users’ number increases the success probability and decreases the failure probability. The success rate is much higher in flexibility case because increasing the pick-up and drop-off areas increases the chance of finding secondary users who can share rides. Also, comparing the two figures to Fig. 9, it can be seen that although the non-flexibility case requires low search time, its failure probability is much higher.

We found that the precision for the optimum case that gives the average distance between the primary user and the closest secondary user is 49 meter, while the precision for the fine-grained and coarse-grained cases that give the average distances between the primary user and the secondary users selected by the scheme using fine-grained and coarse-grained cells are 145 and 510 meters. These results are for pick-up area and assuming no flexibility. The results demonstrate how our scheme can select closer users by reducing the cell size, but this necessitates more search time as indicated in Fig. 9. However, with using the enhanced technique, better precision can be achieved with short search time.

6 RELATED WORKS

Ride sharing has received extensive attention due to its importance [15]. Lam et. al. [16] studied a public transportation system for AVs offering point-to-point services with ride sharing. Due to the unmanned nature, AVs are operated by following the routes decided by
the control center of the system. The control center assigns the transportation requests to appropriate AVs to minimize the total operational cost.

Several schemes have been proposed to enable the cloud to search stored encrypted documents for certain keywords and outsource the documents that have the keywords without knowing the keywords [10], [17], [18]. In [10], Xia et. al. propose an efficient multi-keyword search scheme meeting a strict privacy requirements. The efficiency is improved by modifying the proposed scheme in [11] to use the product of three matrix pairs to create keyword indices, and using bloom filter to update the keyword indices. In [17], the authors present a secure multi-keyword ranked search scheme over encrypted cloud data, which can simultaneously support dynamic update operations like deletion and insertion of documents. Like these schemes, we use similarity measurement technique, but organizing ride sharing in AVs is a completely different application, e.g., the indices should have time/location data, and different cases of ride sharing should be considered.

7 Conclusions

In this paper, we have proposed a privacy-preserving ride sharing scheme for AVs. A similarity measurement technique over encrypted data is used to enable the server to organize rides without learning the trips’ data. Different cases of ride sharing can be organized by our scheme with considering the users’ preferences. Our analysis has demonstrated that our scheme can achieve desirable privacy features. We have implemented the proposed scheme using data extracted from a real map. The experiment measurements have demonstrated that the search time is short and it can be used in the AV and big data era when ride sharing is very popular and a large number of rides should be organized in a short time. Also, with using the enhanced technique, better precision can be achieved with short search time.
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