Demonstration of Real-time Spectrum Sensing for Cognitive Radio
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Abstract—Spectrum sensing detects the availability of the radio frequency spectrum in a real-time fashion, which is essential and vital to cognitive radio. The requirement for real-time processing indeed poses challenges on implementing spectrum sensing algorithms. Trade-off between the complexity and the effectiveness of spectrum sensing algorithms should be taken into consideration. In this paper, a fast Fourier transform (FFT) based spectrum sensing algorithm called FAR is introduced. It is the beauty of the algorithm that the decision variable is insensitive to noise level. Parameter selection for the algorithm is considered as well, toward minimizing computational complexity. A small form factor (SFF) software defined radio (SDR) development platform (DP) is employed to implement a spectrum sensing receiver with FAR algorithm. Performance of FAR algorithm is evaluated on the SFF SDR DP, and real-time spectrum sensing is demonstrated. FAR algorithm is friendly to hardware implementation and it is effective to detect signals at low SNR.

I. INTRODUCTION

Cognitive radio (CR) has been put forward to make efficient use of scarce radio frequency spectrum. It introduces “intelligence” beyond software defined radio (SDR). Spectrum sensing is the cornerstone of CR, which detects the availability of the spectrum for secondary users in the CR network. The effectiveness of spectrum sensing largely determines the overall spectrum utilization. A good spectrum sensing algorithm should offer high probability of detection (P_D) at low probability of false alarm (P_F,A) for a wide range of signal-to-noise ratio (SNR). However, from a practice perspective, the algorithm has to be implementation friendly, including acceptable computational complexity. Less computation means less power assumption, which is especially meaningful for battery-powered devices.

There have been some techniques for spectrum sensing, such as energy detection, matched filter detection, cyclostationary feature detection, covariance-based detection, and wavelet-based detection [1], [2]. In addition to tremendous effort on theoretical investigation, work on hardware implementation has been reported as well. To date, the most widely-used platforms are from the universal software radio peripheral (USRP) product family [3] together with the GNU Radio software [4]. In this work, however, a much more sophisticated platform called small form factor (SFF) software defined radio (SDR) development platform (DP) [5] is employed. A fast Fourier transform (FFT) based spectrum sensing algorithm is proposed and implemented using this platform. The proposed algorithm is called FAR denoting FFT-averaging-ratio, and its performance has been measured on the SFF SDR DP. Moreover, a real-time demonstration of spectrum sensing with presence of both controllable primary users (PUs) and secondary user (SU) is reported in this paper.

The rest of this paper is organized as follows. Section II describes FAR, the proposed spectrum sensing algorithm. Implementation work based on the SFF SDR DP is introduced in section III. Section IV reports the performance evaluation and real-time demonstration results. Finally, section V concludes this paper.

II. FFT-AVERAGING-RATIO (FAR) ALGORITHM FOR SPECTRUM SENSING

Aiming at hardware friendliness and effective detection, a blind spectrum sensing algorithm is proposed.
A. Algorithm Description

Figure 1 depicts FAR algorithm, where the input is baseband discrete-time signal sampled at frequency $f_s$, and the output is a series of vectors of two-class decisions that represent the availabilities of the channels in each time slot. The input signal is in real numbers since the phase information is not required here.

Firstly, in each time slot, a block of base-band signal samples are segmented into $T$ frames in the segmentation module. Denote $t$-th frame of the input samples by $x_t(n)$, $n = 0, 1, \ldots, N - 1$, $t = 0, 1, \ldots, T - 1$, where $N$ is the number of samples in a frame. Then the segmented frames are multiplied with a window function to get desired spectral shape:

$$x_{w,t}(n) = x_t(n)w(n)$$

$$n = 0, 1, \ldots, N - 1, \ t = 0, 1, \ldots, T - 1$$

After that, FFT is applied to the windowed frame. Note that $x_{w,t}(n)$ are real numbers and the frequency spectrum of $x_{w,t}(n)$:

$$X_t(k) = \sum_{n=0}^{N-1} x_{w,t}(n)e^{-j2\pi kn/N}$$

$$k = 0, 1, \ldots, N - 1, \ t = 0, 1, \ldots, T - 1$$

(2)

is symmetric, thus for each frame only $N/2 + 1$ tones of $X_t(k), k = 0, 1, \ldots, N/2$, $t = 0, 1, \ldots, T - 1$, are required (assume $N$ is even). These tones are separated by $f_s/N$ Hz. The PSD computation module follows the FFT module. Define $P_t(k)$, the PSD of $x_{w,t}(n)$, as:

$$P_t(k) = |X_t(k)|^2, \ k = 0, 1, \ldots, N/2, \ t = 0, 1, \ldots, T - 1$$

(3)

The PSDs of $T$ consecutive frames are used for averaging, yielding:

$$P_{avg}(k) = \frac{1}{T} \sum_{t=0}^{T-1} P_t(k), \ k = 0, 1, \ldots, N/2$$

(4)

where the factor $1/T$ is not actually required. Let $P_m$ be the mean of $P_{avg}(k)$ calculated across all frequency tones:

$$P_m = \frac{2}{N+2} \sum_{k=0}^{N} P_{avg}(k)$$

(5)

where, again, the factor $2/(N+2)$ can be dropped without affecting performance. In order to be robust to the background noise level, the decision variable $r(k)$ is formed as a ratio:

$$r(k) = \frac{P_{avg}(k)}{P_m}, \ k = 0, 1, \ldots, N/2$$

(6)

Finally, thresholding is applied to $r(k)$ for $k = 0, 1, \ldots, N/2$, and the decisions on channel states are made according to the following rule:

$$\frac{occupied}{available} \geq \alpha$$

(7)

where $\alpha$ is preset thresholds. For every $N \cdot T$ samples, $N/2 + 1$ tones over a $f_s/2$ Hz frequency band are scanned. Alternatively, the decision rule can be rewritten as:

$$P_{avg}(k) - \alpha \cdot P_m \geq 0$$

(8)

Decision results of channel states from multi-tones can be combined to make a joint decision. For instance, if $\mathcal{K}$ is a frequency set of interest, a joint decision for frequency tones $k \in \mathcal{K}$ can be formed as:

$$\text{JointDecision} = \begin{cases} \{occupied, \text{ if } \bigcap_{k \in \mathcal{K}} \{r(k) \geq \alpha\} \\ \{available, \text{ if } \bigcap_{k \in \mathcal{K}} \{r(k) < \alpha\} \end{cases}$$

(9)

where \bigcap denotes AND operation.

B. Discussions

It is preferred that the decision threshold is independent of noise level once a false alarm rate $P_{FA}$ is given. Let $\sigma_{nt}(k)$ be the noise at the output of the FFT module, where $\sigma$ is a constant and $n_t(k)$ is a zero-mean additive white Gaussian noise (AWGN) with unit power. In noise-only case, the frequency tone strength indicator $P_{avg}(k)$ can be expressed as:

$$P_{avg}(k) = \frac{1}{T} \sum_{t=0}^{T-1} |\sigma_{nt}(k)|^2, \ k = 0, 1, \ldots, N/2$$

(10)

which is a central $\chi^2$ random variable with $T$ degrees of freedom. Obviously, it is a function of noise strength. However, in the noise-only case the ratio $r(k)$ becomes

$$r(k) = \frac{1}{T} \sum_{t=0}^{T-1} \frac{|\sigma_{nt}(k)|^2}{(N/2+1)^T \sum_{k=0}^{N} |\sigma_{nt}(k)|^2}$$

(11)

$$= \frac{1}{T} \sum_{t=0}^{T-1} \frac{|n_t(k)|^2}{(N/2+1)^T \sum_{k=0}^{N} |n_t(k)|^2}$$

$$k = 0, 1, \ldots, N/2$$

which is independent of noise level! The above noise ratio is even more attractive since it tends to be insensitive to the parameters $N$ and $T$! As a matter of fact, if $T$ is sufficiently large, the ratio approaches to constant 1. Thus, the threshold $\alpha$ in FAR algorithm can be determined solely based on $P_{FA}$, and it tends to be insensitive to $N$ and $T$, especially when $T$ is sufficiently large.

Computer simulation can help validate the conclusion drawn above and help choose the threshold $\alpha$. Consider a simulation
example with \( N = 2048 \) and \( T = 16 \). In this simulation, a pure AWGN or a sinusoidal signal with SNR of -20 dB are input to FAR algorithm. Since FAR algorithm is a tone detector, single-tone signal with noise used here is sufficient to study the detection performance, but the SNR level in single-tone case may not be comparable to a real-world situation. The probability density functions (PDFs) of the ratio are shown in Figure 2, where the dash-dot line represents a decision threshold. As expected, the pure-noise PDF (left curve) does not change with noise level and SNR.

Next, how to choose parameters \( N \) and \( T \)? These two parameters affect the complexity of hardware implementation (for example, computation requirements and size of memory), frequency resolution, time slot size and delay. It is difficult to obtain a precise closed-form solution, so computer simulations are borrowed here.

Consider a sinusoidal signal with noise, \( P_{FA} = 0.1 \) and \( P_D = 0.9 \). Figure 3 shows required lengths against SNR, where for each curve, one of the two lengths keeps constant. Both of the required lengths increase approximately exponentially as SNR goes down. Given the above \( P_D \) and \( P_{FA} \), at a SNR of -20 dB, it would need an averaging of 96 128-point-FFT frames to detect the noise-polluted sinusoidal signal, while, without averaging, it would need an FFT of 3584 points.

In terms of computation requirement, an \( N \)-point FFT takes \( \frac{N}{2} \log_2(N) \) complex multiplications and \( N \log_2(N) \) complex additions [10]. Since multiplications consumes more resources, only the required number of complex multiplications for FFT is evaluated here. Using the same sinusoidal with noise simulation, further results for SNR=-20 dB, \( P_{FA} = 0.1 \) and \( P_D = 0.9 \) are provided in Figure 4. In Figure 4, the curve on the X-Y plane shows the relationship between \( N \) (the length of FFT) and \( T \) (the length of averaging); for different pairs of \( N \) and \( T \), the two 3-D curves represent the required number of complex multiplications for FFT and the required number of samples (i.e., time slot size \( N \cdot T \)), respectively. It can be observed that \( N \) (or \( T \)) is roughly inversely proportional to \( T \) (or \( N \)); or equivalently, the required time slot size \( N \cdot T \) is close to a constant. The local minima of the required number of complex multiplications are achieved at \((N, T) = (512, 9), \ (1024, 4), \ (1536, 2) \) and \((2048, 2)\). Interestingly, the required number of samples are achieved at the same \((N, T)\) pairs. These pairs are important in design optimization and let us denote them by set \( A \).

On the other hand, \( N \cdot T \), the required number of samples, determines the delay for decision output. In addition, the frequency resolution \( f_s/N \) can be another constraint in system design. In summary, to select the values of \( N \), \( T \), and \( \alpha \), frequency resolution and typical SNRs in the working environment should be known, and also minimal \( P_D \) and maximal \( P_{FA} \) are required. Then search to form the set \( A \) for the given \( P_D \) and \( P_{FA} \), and choose a pair of \( N \) and \( T \) from \( A \). Finally, \( \alpha \) is decided upon the given \( P_{FA} \).
III. IMPLEMENTATION OF SPECTRUM SENSING ON SFF SDR DP

A receiver with FAR spectrum sensing algorithm is implemented in the SFF SDR DP. Figure 5 shows the sketch map of SFF SDR DP receiver. Three functional modules, i.e., radio frequency (RF) module, data conversion module, and digital processing module, constitute the SFF SDR DP [11]. The nominal noise figure of the RF module is 5 dB. Three are two Xilinx Virtex-4 field-programmable gate arrays (FPGAs) and one Texas Instruments (TI) TMS320DM6446 digital signal processor (DSP) on the SFF SDR DP. FAR algorithm is implemented on the DSP. In this implementation, the parameters of FAR algorithm are set to $N = 128$ and $T = 16$. For a better resolution in frequency domain, the rectangular window is employed as the window function.

Figure 6 shows the SFF SDR DP development environment and the equipment used for this paper in the Wireless Networking Systems Lab at Tennessee Technological University. The SFF SDR DP is in the center of the photo, on the left side of the laptop computer. And two family radio service (FRS) handsets are in front of the SFF SDR DP. In the experiments, an arbitrary waveform generator (AWG) (Tektronix AWG7122B), a digital phosphor oscilloscope (DPO) (Tektronix DPO72004), and a spectrum analyzer (SA) (Rohde&Schwarz FSEM20) are used for performance evaluation and real-time demonstration.

IV. EXPERIMENT AND REAL-TIME DEMONSTRATION

In the experiment, the FRS handsets serves as PUs, while the SFF SDR DP acts as an SU. A 2-tone joint detection (9) is employed in performance evaluation.

A. Performance Evaluation

In order to precisely evaluate the performance of FAR algorithm using real-time signals generated by the PU, a setup with coaxial cable connection shown in Figure 7 is adopted. The FRS signal is measured and recorded using the DPO, and the recorded signals are then transmitted by the AWG to both the SFF SDR DP and the SA through attenuators and a power divider. Figure 8 shows the frequency spectrum of the recorded FRS signals, where the resolution bandwidth (RBW) is set to 500 Hz, the unit for the Y-axis is dBm, and the center frequency is 462.6 MHz. The transmitted FRS signal strength can be adjusted. The maximum PSD of the received signal measured in 1-kHz resolution bandwidth on the SA is used as an indicator in this experiment. Consider an FRS transmitter emitting 1 Watt power 10 miles away from the receiver, then the maximum PSD of the received FRS signal is in the order of -80 dBm/kHz, assuming free space propagation.

Using this setup, the receiver operating characteristic (ROC) of FAR algorithm implemented on the SFF SDR DP is measured, as shown in Figure 9. It can be observed that the implemented FAR algorithm works well when the received maximum PSD is -121 dBm/kHz or above, and it almost stops functioning as the maximum PSD goes below -126 dBm/kHz.

Performance of $P_D$ and $P_{FA}$ versus received maximum PSD is given in Figure 10. One can see that with $P_{FA}$ close to zero, the FAR algorithm on the SFF SDR DP can achieve a high $P_D$ when the maximum PSD is -121 dBm/kHz or above, noting that typical PSD of the received FRS signal is higher than our detection limit.
**Fig. 9.** ROC curves.

**Fig. 10.** Probability of detection and probability of false alarm.

**Fig. 11.** A layout for real-time demonstration.

**Fig. 12.** Functional setup for real-time demonstration.

**Fig. 13.** Received signals and sensed channel states.

---

**B. Real-Time Demonstration**

In the demonstration, two FRS handsets (PUs) call each other, and one SFF SDR DP running FAR algorithm senses the spectrum in real-time. The experiment is conducted in an indoor environment. As illustrated in Figure 11, the separation between the two FRS handsets is 14 feet, and the SFF SDR DP is 7 feet and 14 feet away from the two FRS handsets, respectively. To monitor the actually received signal, the DPO is used together with the SFF SDR DP, and they both interface the channel with the same antenna through a power divider, as shown in Figure 12. The DPO records the channel data while the SFF SDR DP performs spectrum sensing at the same time.

Figure 13 shows the channel waveform recorded by the DPO and the sensed channel states output from the SFF SDR DP, where “1” and “0” indicate the channel is occupied and available, respectively. From the observation, the sensed channel states perfectly match the recorded channel waveforms.

---

**V. CONCLUSION**

FAR algorithm for spectrum sensing has been proposed and selection for major parameters of FAR algorithm has been discussed. FAR algorithm is designed to compromise between the performance and implementation complexity. In particular, FAR algorithm has a constant threshold feature which is greatly in favor of blind sensing. Spectrum sensing receiver with FAR algorithm has been implemented on the SFF SDR DP and tested as well. Moreover, a real-time demonstration of
spectrum sensing has been conducted, and very encouraging experiment results have been obtained, suggesting that FAR algorithm is indeed effective.
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